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医学人工智能应用管理规范

* 1. 范围

本标准规定了对医学人工智能直接应用于诊断、治疗和康复过程中进行管理的基本要求。

本标准适用于经卫生健康主管部门登记备案的医疗卫生机构。

* 1. 规范性引用文件

下列文件中的内容通过文中的规范性引用而构成本文件必不可少的条款。其中，注日期的引用文件，仅该日期对应的版本适用于本文件；不注日期的引用文件，其最新版本（包括所有的修改单）适用于本文件。

GB/T 22239-2019《信息安全技术 网络安全等级保护基本要求》。

GB/T 5271.28-2001《信息技术 词汇 第28部分 人工智能 基本概念与专家系统》

GB/T 5271.29-2006《信息技术 词汇 第29部分 人工智能 语音识别与合成》

GB/T 5271.31-2006《信息技术 词汇 第31部分 人工智能 机器学习》

GB/T 5271.34-2006《信息技术 词汇 第34部分 人工智能 神经网络》

GB∕T 38259-2019《信息技术 虚拟现实头戴式显示设备通用规范》

WS 445-2014 《电子病历基本数据集》

* 1. 术语和定义

下列术语和定义适用于本文件。

3.1

**医学人工智能 medical artificial intelligence**

医学人工智能是人工智能技术在医学领域的应用。

3.2

**数据标注 data annotations**

对数据进行分析，建立参考标准的过程。

3.3

**数据质量data quality**

在指定条件下使用时，数据特性满足明确的和隐含的要求的程度。

4 管理基本要求

**4.1 机构管理**

4.1.1 机构组织开展医学人工智能应用，应与其功能、任务和技术能力相适应。

4.1.2 机构组织开展医学人工智能应用，应具备开展医学人工智能应用所需的基础设施、应用环境、技术保障等基本条件。

 a) 具备医学人工智能应用的土地、房屋等基础设施；

 b) 具备医学人工智能应用的硬件设施、软件系统、通信网络等基础运行环境；

 c) 具备医学人工智能应用的专业技术及保障人员。

4.1.3 组织开展医学人工智能应用的机构，应严格遵守国家法律法规和行业规范标准。

4.1.4 组织开展医学人工智能应用的机构，应建立审核制度、使用管理制度、故障处理制度、应急预案制度、培训考核制度等，指定归口管理部门，全面履行相应管理职责。

4.1.5 审核制度包括下列内容：

a) 医学人工智能应用的必要性；

 b) 医学人工智能应用的可行性；

 c) 医学人工智能设备（系统）质量标准；

 d) 医学人工智能应用的安全风险评估；

e） 医学人工智能应用的伦理审查情况。

4.1.6 使用管理制度包括下列内容：

a) 使用人；

 b) 使用目的；

 c) 使用权限；

 d) 责任处理；

4.1.7 故障处理制度包括下列内容：

a) 故障报告责任人；

 b) 故障报告程序；

 c) 维修人员到达现场的时限。

4.1.8 应急预案制度包括下列内容：

a) 应急预案责任人；

 b) 紧急情况的处置程序；

 c) 设备调配或替换方案。

4.1.9 培训考核制度包括培训的内容、方法、时间、目标、计划及考核。

4.1.10 组织开展医学人工智能应用的机构，其法定代表人（或主要负责人）作为第一责任人，应履行下列职责：

a) 对医学人工智能应用的质量和安全负有领导责任；

 b) 确定逐级责任和管理制度；

 c) 保障人员配备。

4.1.11 组织开展医学人工智能应用的机构，应根据医学人工智能设备（系统）实际情况，制订分类管理方案：

a) 属性：研发阶段、试验阶段、应用阶段；

b) 状态：是否获批上市；

c) 作用：辅助诊断、辅助治疗、辅助康复；

d） 产地：境内、境外或国外设备（系统）；

e） 责任部门；

f） 重点关注的环节和内容。

4.1.12 组织开展医学人工智能应用的机构，应制定包括下列内容的安装实施方案：

a) 医学人工智能设备（系统）安装实施责任人；

 b) 安装实施程序；

 c) 安装完成时限。

4.1.13 组织开展医学人工智能应用的机构，应对潜在风险进行科学评估，建立包括下列内容的风险防控机制：

a) 风险防控责任人；

b) 潜在风险环节；

 c) 可能造成的后果；

 d) 防控措施及处置程序。

4.1.14 医学人工智能应用过程中，应建立包括下列内容的伦理审查机制：

a) 伦理审查机构及组成；

b) 伦理审查内容；

 c) 伦理审查程序；

 d) 伦理审查结果应用。

4.1.15 医学人工智能应用过程中，应建立应用效果评估机制，主要包括下列内容：

a) 评估责任部门；

b) 评估指标；

c) 评估规则；

 d) 评估结果应用。

**4.2 人员管理**

4.2.1 医学人工智能设备（系统）使用人员，应符合下列要求：

a) 具备开展相应诊断、治疗、康复工作所必需的执业资质；

b) 具备开展相关工作的能力。

4.2.2 医学人工智能设备（系统）使用人员，应当参加本机构归口管理部门组织开展的培训并考核合格。

4.2.3 医学人工智能设备（系统）使用人员，应严格按照设备（系统）使用说明（操作规范）进行操作，并对结果进行综合判断和应用。

4.2.4 医学人工智能应用过程中，第三方公司（单位）技术人员，应严格遵守应用机构有关规章制度，不得开展与执业资质不符的工作。

4.2.5 医学人工智能应用过程中，涉及治疗、侵入性操作等存在潜在风险的，应严格履行告知义务，并充分尊重被应用人及其监护人的意愿。

4.2.6 医学人工智能应用过程中，告知事项包括下列内容：

a) 应用目的；

b) 潜在风险因素；

 c) 可能造成的后果及应对方案。

4.2.8 医学人工智能应用过程中，应充分保障被应用人的合法权益，体现人文关怀，维护和谐关系。

**4.3 设备管理**

4.3.1 医学人工智能设备（系统）宜纳入应用机构信息化建设整体规划，合理部署，统筹发展。

4.3.2 医学人工智能设备（系统）应提供使用说明（操作规范）包括下列内容：

a) 设备（系统）介绍；

b) 设备（系统）安装方法；

 c) 使用方法；

 d) 注意事项。

4.3.3 医学人工智能设备（系统）应部署在风险可控的基础设施上，并确保服务器性能满足设备（系统）运行需求。

4.3.4 医学人工智能应用信息系统的部署，应充分实现与原有信息系统的互联互通，满足数据交互共享的实际需求。

4.3.5 医学人工智能设备（系统）部署时，数据库的建设应满足完整性、一致性、准确性、稳定性及兼容性。

4.3.6 医学人工智能应用信息系统及其运行环境应满足《信息安全技术 网络安全等级保护基本要求》（GB/T 22239-2019）。

4.3.7 医学人工智能设备（系统）远程部署应用，应充分评估风险隐患，制定下列工作制度和规则：

a) 安全保卫制度，配备安全保卫人员，定期进行安全检查；

b) 突发性事件应急处置预案，明确突发性情况的应对措施；

c) 网络信息安全制度，落实安全保护技术措施，互联网运营网络宜采用主备模式。

4.3.8 医学人工智能设备（系统）远程部署应用，应具备下列功能：

a) 支持系统自动容灾；

b) 支持系统内节点之间数据互相实时备份；

c) 支持数据异地备的功能，必要时可进行数据恢复；

d） 支持节点宕机可以切换至备份节点；

e） 支持全量备份、增量备份。

4.3.9 医学人工智能设备（系统）部署应用，为强化应用终端、传输链路等环节的监控管理，避免恶意复制、篡改和破坏，应具备下列功能：

a) 支持脱敏加密规则、脱敏加密算法以及脱敏加密任务的管理，支持静态脱敏、动态脱敏；

b) 支持统一认证，如创建用户账户，设置密码和权限，用户身份验证与鉴权；

c) 监控告警功能，通过告警和事件识别医学人工智能设备（系统）集群健康状态，支持用户自定义配置监控与告警阈值，支持邮件、短信等方式发出告警信息，提供自动化健康巡检功能；

d) 对操作人员的权限试行分级管理，支持信息安全等级分类和密级分类；

e) 根据国家政策、医疗健康行业规范及相关法律法规要求，创建安全词库、安全规则和安全策略，支持常态化的更新维护；

f) 根据设置的安全词库和安全规则，扫描指定数据源，识别敏感信息；

g) 对具有隐私泄露风险的数据，进行风险监测及评估、主动保护、责任追溯。

4.3.10 医学人工智能应用机构宜建设与实际需求相适应的大数据算法工作平台，如临床科研大数据平台、慢病管理大数据平台、临床辅助决策大数据平台、互联网医院大数据平台、云上医共体大数据平台评估方法、传染病防控大数据平台等。

**4.4 数据管理**

4.4.1 医学人工智能应用过程中，应建立健全数据安全保障体系和安全评估体系，完善数据安全管理规范和措施，切实加强基础设施安全防护，做好可靠性及安全性测评，落实监测预警和风险评估。

4.4.2 医学人工智能应用的数据安全保障体系主要包括下列内容：

a) 安全制度；

b) 机构管理：角色责任与权限、流程管控；

c) 人员能力：包括管理、技术、运营与合规等能力；

d) 技术措施：在防护、存储、网络等方面具备相关安全技术措施。

4.4.3 医学人工智能应用的数据安全评估体系包括下列内容：

a) 评估主体；

b) 评估方法；

 c) 威胁因素；

 d) 风险等级；

 e） 结果推演；

 f） 处置措施。

4.4.4 医学人工智能应用过程中，应明确数据采集、传输、存储、使用等环节的责任主体和相关工作要求。

4.4.5 医学人工智能应用过程中，应建立规范的数据采集、传输、存储、使用流程，规范开展数据质量控制工作。数据质量控制包括下列内容：

a) 规则设置及管理:支持数据检核规则的设置及应用，包括一致性、准确性、完整性、规范性、及时性及关联性等通用规则；支持自定义数据质量规则；支持数据质量规则的版本管理；

b) 规则校验：支持设定符合医学逻辑数据的核验规则；

c) 任务管理：支持数据质量稽核任务执行，即提供检核任务调度功能，能够设定检核任务的执行周期；支持对数据质量稽核任务的（实时）监控，支持对历史任务执行情况的查看；

d) 指标定义：支持机构自定义质量考核指标；

e) 质量报警：支持对发现的数据问题及时作出反应，追溯问题原因和形成机制；根据问题种类采取相应的改进措施，并持续跟踪验证改进之后的数据质量提升效果，形成正反馈；

f) 报告生成：支持对校验结果的质量问题进行记录，并生成评分报告；支持对数据加工汇聚后结果分析，可以生成影响报表；支持根据检核结果，生成对问题数据的质量提高建议；

g） 数据质量分析：支持在数据流转环节的关键点上设置采集点，采集数据质量监控信息；支持对数据质量稽核进行分析和总结，构建问题数据知识库；支持数据质量分析结果的查询。

4.4.6 涉及样本标注的医学人工智能设备（系统），其应用过程中，应建立包括下列内容的样本标注纠错机制，持续提升应用质量：

a) 样本标注的审核主体；

b) 评估指标；

 c) 评估方法；

d) 通过准则；

e） 修正路径。

4.4.7 医学人工智能应用过程中，应针对错误结果建立包括下列内容的分析管理机制：

a) 管理部门；

b) 错误的类别；

c) 发生错误的原因分析；

d) 改进措施；

e） 改进效果评估方案。

4.4.8 医学人工智能应用过程中，应建立包括下列内容的管理日志：

a) 用户登录、退出和切换记录；

b) 增加、修改、删除数据记录；

 c) 攻击防范记录；

d) 流量监控记录；

e） 异常事件记录。